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User-defined command recognition

• Allow users to enroll new commands (spoken terms) by recording 
only a few audio examples in a voice-based human-device interaction 
system.
• In practice, the number of both newly added commands and pre-

recorded audio examples for each command should not be limited.

‘right’ ‘left’

‘up’ ‘down’

‘on’ ‘off’

‘back’ …

New!
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Prototypical networks for few-shot
classification
• Learn with limited labelled data of new classes 

by using knowledge from previous classes.
• Often defined as N-way, K-shot
• In our work, N and K are flexible.

• Sample various few-shot classification tasks and 
train a backbone model using episodic training.
• It tends to minimize the within-class distance

and maximize the between-class distance.
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Improved strategies towards varying classes 
and examples
• After investigating the effect of N and K in the training phase, we use 

a significant N and a varying K for training.
• We add a Max-Mahalanobis Center (MMC) loss-based regularizer to 

force the prototypical representations of different classes to move far 
apart from each other in the embedding space.
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Experimental results
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Experimental results
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Conclusion

• Prototypical networks learn discriminative representations for few-
shot classification tasks.
• When testing in N-way, K-shot tasks with varying N and K, episodic 

training with a significant N and a varying K improves the final 
performance.
• The MMC loss strengthens representation learning of prototypical 

networks by moving the centers of different classes apart from each 
other.
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THANK YOU!
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